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Obrazova klasifikacia

- proces triedenia pixlov do kone¢ného poctu tried na
zaklade ich udajovych hodnot

- klasifikacia obrazu je uzko spata s pojmom
rozoznavanie vzoru (Pattern Recognition)

- ide o hfadanie zmysluplnych vzorov v udajoch
(spektralnych, ale aj inych vizualnych alebo
akustickych), ktore mozeme extrahovat klasifikaciou

- napr.technika OCR (Optical Character Recognition),
rozoznavanie PSC, ludskej redi, ludskych tvari atd.



Obrazova klasifikacia

- klasifikacia obrazovych udajov DPZ - na zaklade
digitalnych hodnot pixlov (DN - Digital Number)
- numericka klasifikacia
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Multispektralna klasifikacia

- zaradovanie pixlov do tried na zaklade ich meracich
vektorov (measurement vector) - sada udajovych
hodnot pre jeden pixel vo vSetkych n pasmach




Multispektralna klasifikacia

MSS scan line
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Cover class: Water Sand Forest Urban Corn



Priznakovy priestor

- nspektralnych pasiem tvori n-rozmerny spektralny
priestor

- priznakovy priestor (feature space) - n-rozmerny
abstraktny priestor s po¢tom rozmerov odpovedajucim
poctu vlastnosti (priznakov), ktorymi je objekt
(pixel,vzor) opisany



Priznakovy priestor

grafické znazornenie priznakového priestoru -
dvojrozmerny histogram scatter plot

band 2

band 1




Rozoznavanie vzoru

- rozoznavanie spektralneho vzoru - hodnoty pixlov
v n pasmach (zaklad multispektralnej klasifikacie)

- rozoznavanie priestorového vzoru - textura, velkost
a tvar objektov, smerovanie, kontext (napodobrovanie
vizualnej interpretacie, komplexnejSie a vypoctovo
narocnejSie)

- rozoznavanie ¢asového vzoru - napr. klasifikacia
polnohosp.pody (zmeny pocas rastovej sezony)



Delenie klasifikacie

1. zalozena na pixloch - pixel-based, per pixel
2. zalozena na objektoch - object-based, per field




Delenie klasifikacie

1. zalozena na pixloch - pixel-based, per pixel
2. zalozena na objektoch - object-based, per field




Delenie klasifikacie

Podla spdsobu priradovania prislusnosti pixlov/objektov
do tried:

1. tvrda klasifikacia - hard classification

2. makka klasifikacia - soft classification

A grade of truth (a) A grade of truth  (b)
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Delenie klasifikacie

Podla stupna zasahovania uzivatela do klasifikacného

procesu:
1. nekontrolovana klasifikacia - unsupervised

2. kontrolovana klasifikacia - supervised
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Nekontrolovana klasifikacia

- Zhlukovanie - prirodzené zoskupovanie pixlov v
spektralnom priestore

- zhluky (klastre) - spektralne triedy (identita neznama)

- podmienka - hodnoty pixlov jednej triedy musia byt v
spektralnom priestore blizko seba, kym hodnoty pixlov
roznych tried musia byt oddelitelné

- zhlukovanie prebieha iterativne



Nekontrolovana klasifikacia

- vyzaduje minimalny vstup operatora

- parametre: poCet vyslednych zhlukov, velkost zhlukov,
vzdialenost zhlukov, smerodajna odchylka v ramci
zhluku, pocet iteracii

- najpouzivanejsie metody:
metoda k priemerov (k-means clustering)
metoda zhlukovania ISODATA
metoda statistického zhlukovania



Metoda zhlukovania k-means

- produkuje uzivatelom zadany pocet k zhlukov, pricom
kazdy zhluk je reprezentovany stredom (priemerom)

v spektralnom priestore - .
- pociato¢na poloha stredov i |
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Metoda zhlukovania k-means

- pixle su zaradené do zhluku, k stredu ktorého maju

najmensiu spektralnu vzdialenost
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Metoda zhlukovania k-means

- nasledne su vypoditané nove stredy zhlukov

- novy stred je bod, ktory minimalizuje sumu Stvorcov
vzdialenosti medzi bodmi zhluku
a jeho stredom

- proces sa iterativne opakuje, az
kym posun stredov zhlukov nie je
mensi nez zadany limit al. kym sa
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Metoda zhlukovania ISODATA

ISODATA (Iterative Self-organizing Data Analysis
Technique) - ¢asto pouzivana verzia metody k-means

dovofuje menit pocet zhlukov medzi jednotlivymi iteraciami ich
spajanim, delenim al. vymazavanim

ak je vzdialenost priemerov dvoch zhlukov mensia ako zadana
minimalna hodnota, zhluky sa spoja

ak je smerodajna odchylka zhluku mensia ako zadana maximalna
hodnota, zhluk sa rozdeli na dva

ak je pocet pixlov zhluku mensi ako zadana minimalna hodnota,
pixle zhluku sa priradia susednym zhlukom



Statistické zhlukovanie

- berie do uvahy texturu obrazu, ktora je definovana
rozptylom (varianciou) v ramci pohybujuceho sa okna
(napr. 3x3) po obraze

- homogenne okna (s nizkym rozptylom) sa zoberu za

pociatocné stredy zhlukov
- dalej zhlukovanie pokracuje ako pri metode k-means



Typy vystupov zhlukovania

TABLE 7.2 Spectral Classes Resulting from Clustering a Forested Scene

Corresponding Desired
Spectral Class Identity of Spectral Class Information Category

Possible Outcome 1

1 Water »  Water

2 Coniferous trees ———»  Coniferous trees
3 Deciduous trees » Deciduous trees
4 Brushland » Brushland

Possible Outcome 2

Turbid water :
™ Water
Clear water ——8M88 >
Sunlit conifers —— — Conif ;
ey i oniferous trees
Shaded hillside conifers —— >

Upland deciduous ——— o
Lowland deciduous ——— >

Brushland » Brushland

Deciduous trees

N o kW N -

Possible Outcome 3

Turbid water _————_,.

Water
Clear water

Coniferous trees —————3» Coniferous trees

Mixed coniferous/deciduous <:

Deciduous trees Deciduous trees

Deciduous/brushland 4——'/—,» Brushland
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Kontrolovana klasifikacia

1. trénovaci krok - analyzator identifikuje
reprezentativne trénovacie oblasti a vytvara numericky
opis spektralnych vlastnosti kazdej zaujmovej triedy na
scéne

2. klasifikaény krok - kazdy pixel obrazu zaradi do tej
triedy, na ktoru sa najviac podoba (ak nie je dostatocCne
podobny Ziadnej triede, oby&ajne sa oznaci ako
"neznamy")



Kontrolovana klasifikacia
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Trénovaci krok

- vyber klasifika&nej schémy: Aké triedy chceme
extrahovat?

- informacie o udajoch: Akeé triedy sa tam
pravdepodobne vyskytuju?

- informacie o uzemi - najlepSie tzv. ground truth,
t.j.najpresnejSie z dostupnych udajov (napr.terénny
prieskum, LMS...), zberanych najlepsie v ¢ase snimania




Trénovaci krok

- trénovacie mnoziny (signatury) - sady pixlov, ktoré
reprezentuju rozoznatelny vzor alebo potencialnu
triedu

- dolezité je, aby obsahovali len pixle danej triedy

- dostatoény pocet pixlov (minimalene 10, najlepSie 100
a viac)

- musia byt reprezentativne a kompletné




Trénovaci krok

- trénovacie mnoziny mozeme vytvorit zberom
jednotlivych pixlov alebo digitalizaciou polygdnov
(zhluky pixlov)

- iterativny proces - zahffia pridavanie, vymazavanie
a spajanie signatur

- Statistické charakteristiky jednotlivych tried
(minimalna, maximalna, priemerna hodnota jasu
v jednotlivych pasmach, smerodajna odchylka...)



Hodnotenie signatur

- porovnanie signatur

Signature Comparison Chart i
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Hodnotenie signatur

- zobrazenie v dvojrozmernom histograme (scatter plot)




Hodnotenie signatur

- predbezna chybova matica

ERROR HMATRIX

Reference Data

Classified
Data Les Koso Trava 1 Trava 2
Les 37400 130 ¥ 112
Koso 44531 3453 1 181
Trava 1 2127 a 1541 L&Y
Trava 2 3198 18 191 co3d

Column Total 87314 3599 1748 1413



Hodnotenie signatur

- oddelitelnost v spektralnom priestore:

Divergence

Transformed Divergence
Bhattacharya Distance
Jeffries-Matusita Distance

Best Minimum Separability

Bands AVE MIH Class Pairs:
1: 2 1: 3 1 4 2: 3 2: 4 3: 4
1 2 3 1765 1293 1997 1942 1293 28080 28080 1357



Klasifikacny krok

- aplikacia rozhodovacieho pravidla (decision rule) -
matematicky algoritmus, ktory s vyuZzitim trénovacich
udajov vykonava triedenie pixlov do oddelenych tried

- stovky typov klasifikatorov

- tri najznamajsie:

1. Minimum Distance

2. Parallelepiped

3. Maximum Likelihood



Klasifikacny krok

- dva typy rozhodovacich pravidiel (klasifikatorov):

1. parametrické pravidlo - rozhodovaci priestor je
spojity, pretoze je zaloZzené na modeli udajov (napr.
normalne rozdelenie)

2. neparametrickeé pravidlo - zaloZené na trénovacich
udajoch samotnych (zjednodusene urcuje, Ci pixel je
alebo nie je lokalizovany vo vnutri hranic
neparametrickej signatury)



Minimum Distance

- klasifikator minimalnej vzdialenosti

- najjednoduchsia metoda

- pocita sa vzdialenost neznameho
pixla od stredu (priemeru) kazdej
triedy v spektralnom priestore
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Minimum Distance

- neberie do uvahy variabilitu tried
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Parallelepiped

- rovnobezkovy klasifikator

- rychla a jednoducha metoda

- triedy su ohrani¢ené minimalnymi a maximalnymi
hodnotami - rovnobeznosteny v spektralnom priestore
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Parallelepiped

- problémy pri prekryte
- neklasifikované pixle

Mppt+ds rommmeess '
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Maximum Likelihood

- klasifikator maximalnej pravdepodobnosti

- parametricky klasifikator - vyZaduje normalne
(Gaussovo) rozdelenie

- triedy su ohranicené izoliniami pravdepodobnosti

1000
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Maximum Likelihood

- poloha: priemer
- velkost: rozptyl |
- tvar: kovariancia




Maximum Likelihood

- poloha: priemer
- velkost: rozptyl |
- tvar: kovariancia




Maximum Likelihood

- poloha: priemer Ny

- velkost: rozptyl

- tvar: kovariancia
AIDD
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Pasmo

B

150



Spectral Angle Mapper

- klasifikator spektralnych uhlov
- neparametricky klasifikator

- meranie uhlov medzi vektormi v spektralnom priestore

Spectral reflectance

Spectral reflectance
of object t () object r (reference)

Spectral reflectance

p B L
of object k a = cos™? = = i
- [ = - Fi
f,v. (zn:bl t:'h) f-(z?gfr:'h} 1

spectral angle
pixel spectrum
reference spectrum
b  number of bands
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k-nearest neighbors

- klasifikator k najblizsich susedov

- neparametricky klasifikator

- pixel/objekt sa zaradi do triedy, do ktorej patri va&sina
Z jeho ksusedov

- patri k najjednoduchsim algoritmom = e

strojového ucenia (tzv. lazy learning,
instance-based learning) - |
> k — redukcia Sumu, rozostrenie hranic |



Hodnotenie spravnosti

- klasifikacia nie je uplna, kym nie je zhodnotena je;
spravnost’

- chyba klasifikacie obsahuje systematicku a nahodnu
zlozku

- systematicka - miera vychylenia (napr. nespravne
stanovené trénovacie mnoziny)

- nahodna - napr. prekryt trénovacich mnozin



Hodnotenie spravnosti

- porovnanie s udajmi, ktoré su povazované za spravne
(ground truth)

- testovacie pixle - nahodny vyber

- mozu sa zanedbat malé, ale potencialne ddlezité oblasti

- rieSenie - stratifikovany vyber - nahodny vyber v
ramci jednotlivych klasifikaénych tried

- problémy vyplyvajuce z chybnej registracie pixlov

- rieSenie - vyber pixlov dalej od hranic arealov



Hodnotenie spravnosti

- testovacie polygony - mali by byt odlisné od
trénovacich a mali by byt zasadne vacsie

- hodnotenie:
klasifikaéna chybova matica (error matrix)
Kappa index



Klasifikaéna chybova matica

Referenéné udaje [m?] EC UA
Kategitia TP As obn. otAJnaie na | ob n.::l Zena | krovité travne vodna o spolu [%] [%]
podou poda s TP poda porasty porasty | plocha
& TP s podou 4665 3026 0 0 3094 0 0 10785 | 56.75| 43.25
:g' poda s TP 494 10846 403 0 0 0 0 11743 | 7.64 92.36
:g obnazena poda 782 128 9866 0 0 0 0 10776 | 8.44 91.56
€ & |krovité porasty 158 0 168 8166 610 0 4492 13594 | 39.93| 60.07
§ E. [travne porasty 1488 131 164 132 27506 0 504 | 29925 | 8.08 | 91.92
= vodna plocha 0 0 0 0 0 6118 0 6118 0 100
2 les 99 21 89 645 714 0 232237 | 233805 | 0.67 | 99.33
X Spolu 7686 14152 10690 8943 31924 6118 237233 | 316746
EO [%] 39.31 23.36 7.1 8.69 13.84 0 211
PA [%] 60.69 76.64 92.29 91.31 86.16 100 97.89

- chyby z nadhodnotenia (Errors of Commission)
- chyby podhodnotenia (Errors of Omission)

- na diagonale - spravne klasifikovane pixle




Klasifikaéna chybova matica

Referenéné udaje [m?] EC UA
Kategitia TP As obn. otAJnaie na | ob n.::l Zena | krovité travne vodna o spolu [%] [%]
podou poda s TP poda porasty porasty | plocha
& TP s podou 4665 3026 0 0 3094 0 0 10785 | 56.75| 43.25
:g' poda s TP 494 10846 403 0 0 0 0 11743 | 7.64 92.36
:g obnazena poda 782 128 9866 0 0 0 0 10776 | 8.44 91.56
€ & |krovité porasty 158 0 168 8166 610 0 4492 13594 | 39.93| 60.07
§ E. [travne porasty 1488 131 164 132 27506 0 504 | 29925 | 8.08 | 91.92
= vodna plocha 0 0 0 0 0 6118 0 6118 0 100
2 les 99 21 89 645 714 0 232237 | 233805 | 0.67 | 99.33
X Spolu 7686 14152 10690 8943 31924 6118 237233 | 316746
EO [%] [ 39.31 23.36 7.1 8.69 13.84 0 211
PA [%] 60.69 76.64 92.29 91.31 86.16 100 97.89

- celkova spravnost (Overall Accuracy)

producentska spravnost (Producent’s Accuracy)
- uzivatel'ska spravnost (User’s Accuracy)




Kappa index

Kappa index, Kappa koeficient zhody (KIA, KHAT) - je
Statistickou mierou zhody medzi referenénymi
a klasifikovanymi udajmi, vylu€ujuc zhodu z titulu nahody
- vychadza z prepokladu, Ze aj pri uplne nahodne;
klasifikacii m6ze byt €ast vysledkov spravna
- vyjadruje rozdiel medzi skuto€nou zhodou referenénych
a klasifikovanych dat a medzi pravdepodobnou zhodou
referenénych a nahodne klasifikovanych dat



Kappa index

(NZ Xﬂ-—z (xir*xic)) _ o )
= it i=1 )= zistena spravnost — pravdepodobna zhoda
4 1— pravdepodobna zhoda

(Nz_z (Xir*xic))

i=1

r - poCet riadkov v matici chyb

X .- pocet pixlov v i-tom riadku a i-tom stipci (na hlavnej diagonale)
X, - pocet vSetkych pixlov v i-tom riadku

x. - pocet vSetkych pixlov v i-tom stlpci

N - pocet vSetkych pixlov



Kappa index

Kappa index, Kappa koeficient zhody (KIA, KHAT) - je
Statistickou mierou zhody medzi referenénymi
a klasifikovanymi udajmi, vylu€ujuc zhodu z titulu nahody
- vychadza z prepokladu, Ze aj pri uplne nahodne;
klasifikacii m6ze byt €ast vysledkov spravna
- vyjadruje rozdiel medzi skuto€nou zhodou referenénych
a klasifikovanych dat a medzi pravdepodobnou zhodou
referenénych a nahodne klasifikovanych dat



